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Introduction 

Aiming to shed light on the interactive structure and function of facial gestures, 
Alexandra Groß and Carolin Dix of the University of Bayreuth (Germany) hosted 
the 2nd workshop on Facial Gestures in Interaction, 7th to 9th October 2021 as an 
online conference. Taking up the outcomes of the first workshop, which took place 
in Bayreuth in January 2020 (cf. Alt 2020), the goal was to examine the forms, 
effects, consequences, and relevance of different facial gestures and dynamics (such 
as closing the eyelids, raising both eyebrows, or pursing lips, etc.) for social inter-
action, its structure, and organization. The workshop addressed the desideratum of 
systematically approaching the human repertoire of facial gestures occurring in nat-
ural f2f interaction from a participant's perspective in order to specify their impact 
on the interlocutors' mutual understanding of what they are doing and how they 
organize the ongoing interaction.  

This second workshop demonstrated the multifunctionality and global conversa-
tional significance of different facial gestures such as raising the eyebrows 
(Stolle/Pfeiffer, Li/Wang, Dix/Groß, Ambrazaitis/House), closing the eyelids 
(Shor) and opening or closing the mouth and moving the lips (Ruth-Hirrel/Wilcox, 
Ike/Mulder). These elements, whether as a stand-alone or performed with other ver-
bal, vocal, and visual resources, were contextualized within diverse activities and 
sequential contexts, e.g. repair sequences (Stolle/Pfeiffer, Li/Wang), change-of-
state moments (Dix/Groß), narratives (Shor), knowledge queries (Li/Wang), em-
bedded in naturally occurring informal as well as institutional talk conducted in 
different languages: German, Hebrew, English, Swedish, and Mandarin Chinese.  

With presenters from Canada, the US, Germany, Sweden, the Czech Republic, 
Israel, Japan, and Australia, different theoretical and methodological perspectives 
(cognitive linguistics, phonetics, and interaction analysis) and research strands 
(sign language research, CA, and interactional linguistics) were covered.  

This report aims to retrace the virtual and cognitive steps taken during this 
workshop by summarizing the shared presentations, questions, and findings includ-
ing the plenary discussions. These steps build the groundwork for future studies 
shedding light on the phenomena of facial gestures and hopefully many workshops 
to come. 

Alexandra Groß (University of Bayreuth, Germany): 
Introduction to the topic 

Starting with a short thematic introduction, Alexandra Groß outlined the state of the 
art regarding investigating the interactive functions of facial resources.  

Formerly being almost exclusively viewed from the perspective of emotion psy-
chology as a human way of expressing emotions (e.g. Ekman/Friesen 1969; Ekman/ 
Oster 1979; Ekman 1979), Ekman (1979) found that around two-thirds of all facial 
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movements serve as what he refers to as conversational signals. Their impact on 
and within social interaction has since been investigated by researchers working in 
the tradition of sociology and social psychology (e.g. Brunner 1979; Kraut/Johnston 
1979), communication theory (e.g. Birdwhistell 1970; Bavelas/Chovil 2018, the lat-
ter also using the term facial gesture) as well as quantitative approaches in linguis-
tics and experimental phonetics (as visual prosody, e.g. Beskow et al. 2009; Flecha-
García 2010; Ambrazaitis/House 2017). EMCA research on multimodality in inter-
action has increased considerably over the last decades (e.g. Mondada 2018). Be-
sides manual gestures (e.g. Kendon 2004; Clift 2020), gaze (e.g. Rossano 2012; 
Auer 2021; Stukenbrock 2019) and interpersonal touch (e.g. Li 2020), the conver-
sational use of facial gestures has been put into focus over the last few years 
(Peräkylä/Ruusuvuori 2006; Kaukomaa 2015) while analyzing them in their local 
conversational contexts as part of multimodal gestalts performing conversational 
actions. In that respect, the pursing of one's lips has been described as part of the 
facial configuration called the 'thinking face' (Goodwin/Goodwin 1986; Heller 
2021). Turn-opening smiles (Kaukomaa/Pärekylä/Ruusuvuori 2013) as well as 
turn-opening frowns (Kaukomaa/Pärekylä/Ruusuvuori 2014) have been found to 
modify upcoming sequential trajectories. Recently, the eye roll has been described 
as a facial practice, that comments in a negative way on a target action, but at the 
same time forges alliances with the addressee (Clift 2021). Further, several studies 
focus on the raising of both eyebrows. Besides contributing to accomplishing of-
ferings (Kärkkäinen/Keisanen 2012), raising both eyebrows can be used as part of 
repair initiations (Stolle/Pfeiffer in prep., Li/Wang in prep.) and as facial displays 
of a changed state of mind in response to informings (Dix/Groß in prep.).  

Following these lines of research, Groß raised three main questions for guiding 
the workshop discussions: 

 Which functional levels of facial movements can be distinguished? What pur-
pose do facial movements (in social interaction) serve? 

 What theoretical, methodological, and technical tools are useful when investi-
gating facial movements?   

 How can the methodological repertoires of CA, IL, and MA contribute to the 
analysis of conversational functions of facial movements?  

Through a short sequence analysis, Groß illustrated the range of facial movements: 
the brow area can be furrowed, the eyebrows can perform a multitude of up and 
downward motions even non-symmetrically, the eyes can vary between wide open, 
squinted, and, closed, the nose can be wrinkled, the cheeks can either protrude or 
be sucked inward, the mouth and lip area can be relaxed or strained with the lips 
pulled back and the corners of the mouth can range from an upward position, to 
neutral to downward, etc. 

In addition, Groß raised the question of how to adequately classify facial re-
sources and their movements and proposed the following terminological differenti-
ation: 

 Facial movement is a general term for facial expressions including the move-
ment of the areas previously discussed. 

 Facial expressions revolve around the psychological state of an individual and 
the resulting expression of emotions. 
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 Facial dynamics are defined as physical movements accompanying facial pro-
cesses or resulting from physical processes such as pain, disgust, etc. Following 
Schmidt (2016) physical processes and bodily reactions like yawning, sneezing, 
etc. are not primarily rooted in interaction but having the potential to fulfill 
conversational functions and be relevant within and for interaction.   

 Facial gestures (Bolinger 1946) describe the entity of motions that possess an 
intrinsic interactional value and are used for the realization of certain interactive 
actions. Following the definition for gestures in general given by Kendon 
(1985:215), they are ''regarded by participants as directly involved in the pro-
cess of deliberate utterance'' in interaction. And such as manual gestures, facial 
gestures as well contribute to the formation of conversational actions as well as 
to the organization of interaction. Within this last domain, sign language re-
search was identified as a fruitful source since e.g. so-called "mouthings" can 
fulfill semiotic functions here.  

In order to trace the evolution of methodological approaches in the investigation of 
facial movements Groß illustrated different functions of smiles. Starting with emo-
tion psychology (Ekman/Friesen 1969) the embedded indexical property of reveal-
ing underlying emotions and its social functions were highlighted. Similar studies 
showed its high probability of occurrence in social encounters (cf. Birdwhistell 
1970; Kraut/Johnson 1979; Fridlund 1994). Conversational functions of smiles in 
their specific co-occurrence with speech were related to approaches of communi-
cation theory (cf. Bavelas/Chovil 2018) as well as to multimodal CA and IL (e.g. 
Kaukomaa/Peräkylä/Ruusuvuori 2013, 2014, 2015), the latter being the methodo-
logical approach of choice for most of the Workshop contributions. 

Laura Ruth-Hirrel (California State University, USA) and 
Sherman Wilcox (University of New Mexico, USA): 
Facial Gestures and epistemic assessments in American English: 
The case of the horseshoe mouth 

From the perspective of sign language research and cognitive linguistics, Laura 
Ruth-Hirrel and Sherman Wilcox presented insights into the interactive functions 
of the so-called horseshoe mouth (HSM). The HSM or mouth shrug is defined as a 
simultaneous downward pull of both corners of the mouth into a horseshoe-like 
shape and an upward protrusion specifically of the lower lip which causes an overall 
compression of the lips. This motion is then reversed back to a normal relaxed state. 

There is a multitude of functions that can be associated with this facial gesture. 
Previous (crosslinguistic) research found the mouth shrug to be used as a stance 
marker e.g., to express uncertainty (Debras/Cienki 2012; Debras 2017), epistemic 
possibility (Siyavoshi 2019), or obviousness (Jehoul/Brône/Feyaerts 2017). The au-
thors highlighted, that the HSM operates as one resource within a multimodal ge-
stalt while contributing to the overall meaning. 

This current study is taking a closer look at instances of HSM in American Eng-
lish talk shows, news reports, courtroom interactions, and even instances from 
scripted tv-shows. The authors explicitly aimed to identify further functions of the 
HSM while analyzing other facial (e.g. raising of both eyebrows) and non-manual 
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gestures (e.g. head movements) co-occurring and collaborating with the HSM in 
institutional settings.  

Based on 77 instances, the marking of an assessment was identified as one main 
function of the HSM. The examples showed that an HSM combined with a head-
shake is used by interlocutors to indicate a negative stance towards a proposition, 
even before an explicit verbal evaluation is produced. Epistemic stance manage-
ment was identified as the second main function of the HSM, respectively in co-
occurrence with further resources.  

To conclude this presentation, additional settings and ways to reliably study the 
contribution made by an HSM to a set of manual and non-manual interactional re-
sources were discussed. In retrospect to the roots of this topic, the question of how 
these results were to be assessed cross-linguistically and throughout different cul-
tures was posed as a starting point for further research in this area. 

Xiaoyun Wang and Xiaoting Li (University of Alberta, Kanada): 
Teacher's Eyebrow and Head Movements as Repair-initiation 
in Second-Language Classrooms 

Xiaoyun Wang and Xiaoting Li presented data on Chinese as a Second Language 
(CSL) classrooms, investigating how teachers employ raising or furrowing eyebrow 
movements together with head tilt or poke to initiate repairs and how these move-
ments contribute to the upcoming students' response as well as to the larger class-
room interaction. At the beginning of their presentation, the authors gave an over-
view of previous research on eyebrow and head movements in the context of con-
versational repair (Floyd et al. 2016; McClave et al. 2007), particularly in contexts 
of foreign language learning and teaching (Kasper 1985).  

A total of eight hours of video-recorded university-level classes between Man-
darin native-speaker teachers and adult learners of Mandarin from various native 
language backgrounds formed the basis of the analysis. Following the guidelines of 
CA, IL, and MA. Wang and Li showed that the combinations of different types of 
eyebrow and head movements are designed to mark different types of problems that 
are needed to be repaired in students' responses. Therefore, the presenters identified 
two different types of repairs initiated by the use of eyebrow movements: 

Type 1 shows the structure of an understanding problem, where the student per-
forms differently than the teacher expects them to and the teacher's following stance 
and orientation towards the student's response. Examples of this type included a 
partial repetition of the trouble source with rising intonation, which clearly indicates 
that the acoustic perception was not the problem of the student's utterance. It was 
also paired with raised brows, the corners of the lips pulled backward and up, a head 
poke as well as a forward-leaning motion.  

The Type 2 scenario includes production problems such as language errors on 
the student's side and he/she is expected to perform a repair. On a pedagogical level, 
this case allows room for self-reflection and self-correction through teacher guid-
ance. Instances of this type of repair were often times performed with raised brows 
and a head tilt. This also proves the aspect of multifunctionality and multimodality, 
since this co-occurrence of an eyebrow raise and a leaning motion was spotted quite 
frequently. This waiting position is due to the mobilization of a response from the 
student in question and also a display of reaction. What is problematic about this 
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type is the lack of precision, as the source of trouble is not explicitly pointed out. 
Students can then be led to think that semantic, syntactical, or intonational aspects 
of their utterance are in need of repair even if they may be correct.  

In conclusion, the teacher's eyebrow and head movements mark different peda-
gogical problems in second-language classrooms. 

The discussion touched upon the issues of relating the functions of eyebrow 
movements identified to further conversational contexts. The general observation 
that moving eyebrows are used to mobilize response, to mark, and to point towards 
problems (among other functions) corroborates the multifunctionality of moving 
eyebrows on one hand and links it to newness and unexpectedness on a genuine 
interactional level. 

Gilbert Ambrazaitis (Linnæus University, Växjö, Sweden) / David 
House (KTH, Royal Institute of Technology Stockholm, Sweden): 
The role of head and eyebrow movements for the production 
and perception of prosodic prominence: Evidence from Swedish 
news readings and spontaneous dialogue 

Coming from the field of phonetics and prosody research, Gilbert Ambrazaitis and 
David House held the first presentation on the second day of the Workshop. They 
were primarily interested in how prosodic prominence is produced and perceived 
by using additional visual means like facial gestures. Ambrazaitis and House first 
gave an overview of their previous research (Ambrazaitis/House 2017) showing 
that prominence marking is frequently achieved through the multimodal orchestra-
tion of intonation and visual resources such as head and eyebrow movements. They 
based their investigation on further studies, categorizing those movements as prac-
tices for marking important information (Swerts/Krahmer 2010) and for structuring 
discourse (Flecha-García 2010), the aim of the presentation was to show how acous-
tic and kinematic parameters relate to each other in speech production, and how this 
prominence is perceived. 

For their data of 1000 words gathered from news readings, a double peak ''big 
accent'' in comparison to a one-peak ''small accent'' was found to be the most fre-
quent form of prominence marking, closely followed by the combination of a big 
accent with a head beat. In third place, an eyebrow raise added to this multimodal 
gestalt was found. The authors highlighted that prominence is mostly performed 
multimodally. The role of eyebrow movements, however, has to be investigated 
further. The question "Is an eyebrow raise a definite marker for high-level promi-
nence?" has to be given a differentiated consideration. Generally, it seems to be that 
lexical prosody in speech adds up with gesture integration in prominence produc-
tion: The more multimodal resources added, the higher the amplitude of the pitch 
accent (Krahmer/Swerts 2007; Krivokapić et al. 2017; Parrell et al. 2014; Roustan/ 
Dohen 2010; Rusiewicz et al. 2014). These findings also carry over to speech re-
ception: In settings, where the recipient can see the head and eyebrow movements 
of the speaker, this visual perception of head beats can add to the perceived promi-
nence.   

Aiming at differentiating varying forms of prominence, Ambrazaitis and House 
emphasized the role of raising both eyebrows for contrasting sides as well as adding 
value or magnitude to single words. In this context, semantically 'loaded' words 
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were particularly found to be accompanied by an eyebrow raise, which the authors 
interpreted as disclosing a strong connection of the latter to the semantic structure 
which is settled beyond the function of marking prominence.  

With regards to the effect of interaction type on the production of facial gestures, 
the authors highlighted that the percentage of eyebrow movements was found to be 
higher in news readings compared to spontaneous dyadic speech. On the other hand, 
the head movements of participants were found to be more frequent and complex 
during spontaneous dialogue. This shows that head movements fulfill a wide array 
of communicative and expressive functions other than signaling prominence, espe-
cially in day-to-day interactions. 

In the course of the discussion, the notion and role of gaze were brought up, 
which can present the subject for further studies regarding the production and per-
ception of prominence and head and eyebrow movements individually. 

For a full analysis of multimodal phenomena, all resources, especially bodily 
and facial movements of the hands, the head, and the eyebrows, have to be included. 
Genre and setting of social interaction play an important role, too as the Workshop 
participants could see in this multifaceted study. It is now the goal for future re-
search to corroborate these findings while investigating head and eyebrow move-
ments in the context of multimodal prominence marking in mundane interaction.  

Marzena Żygis / Susanne Fuchs (Leibnitz-ZAS Berlin, Germany): 
At the margins of speech: Orofacial expressions and acoustic cues 
in whispering 

With a different approach towards the gathering of data – namely, lab-generated 
data and motion capturing technology – Marzena Żygis and Susanne Fuchs contrib-
uted to this workshop by integrating the topic of whispering. Based on the im-
portance of visual prosody their presentation aimed at contributing to a wider view 
on speech comprehension.  

Two hypotheses formed the starting point of this study: First, the trade-off hy-
pothesis suggests that if speech production is hindered or impeded, other resources 
such as gestures are made more prominent and vice versa. Therefore, if the percep-
tive value of one acoustic cue is weaker, it is set off through others such as eyebrow 
movements and lip aperture. 

The second hypothesis, the hand-in-hand hypothesis, proposes quite the opposite 
case: It claims that speakers use gestures in a direct proportion to their speaking 
habits. Rather than to compensate, more gestures are used when the acoustic cues 
gain on expressivity and intensity.  

Based on previous research about the validity of trading relations in various con-
texts (cf. Kendon 1972; Perkell et al. 1993), eyebrow movements during f0 changes 
(Cavé et al. 1996) and whispering (Dohen/Loevenbruck 2008, 2009; Tao/Busso 
2014; Żygis/Fuchs/Stoltmann 2017), the main focus was set upon this relation be-
tween speech and gestures when speech signals degenerate. 

In particular, the authors analyzed the differences in acoustic and facial cues 
during polar questions and statements among 17 German-speaking participants. In 
order to ensure comparability, the acquisition and the analysis of data were pro-
cessed in laboratory conditions. 



Gesprächsforschung 24 (2023), Seite 32 

An important aspect under investigation was the impact of speaker visibility (e.g. 
Alibali et al. 2001; Bavelas 2008; Melinger/Kita 2007; Ruiter 2012), particularly 
the question: How do speech and the use of gestural cues change when the speaker 
is not visible to the recipient? 

For a fine-grained analysis of the latter, a total of 10 markers were placed on the 
faces of the participants: four in the mouth and lip area, two for the eyebrows, and 
four stable markers on a pair of glasses for reference. The participants then had to 
produce a set of specifically designed and structured sentences, where the final in-
tonation changed from a statement with a down pitch to a polar question with a final 
rise.  

In addition, the circumstances regarding speaker visibility (speaker visible and 
not visible to the recipient) and intensity (normal speech vs. whispering) were 
changed. For all participants and all combinations, the amplitude and motion range 
of the markers was measured and compared to the stable markers. 

As their main findings the authors stated that the raising of both eyebrows more 
often occurred in questions than statements, during whispering, and during speaker 
invisibility. A higher degree of lip opening was found for questions, whispering, 
and speaker invisibility. The intensity of stressed vocalization was the highest dur-
ing question production, and speaker invisibility and it was lower during whisper-
ing. And lastly, sentence duration was longest during whispering and invisibility. 
These results, therefore, lined up with the trade-off hypothesis. 

Saya Ike (Meijo University, Japan) and 
Jean Mulder (University of Melbourne, Australia): 
Smile in Interaction: (Re)conceptualizing roles 

Focusing on lip movements, Saya Ike and Jean Mulder analyzed video data from 
dyadic interactions of native English speakers (Australian English) and non-native 
speakers to gain a deeper understanding of the different formal manifestations and 
interactive functions of smiles. In that respect, the authors aimed to answer the fol-
lowing empirical and methodological questions: How can the different interactional 
aspects of a smile be (re)conceptualized with a model of interaction? What func-
tions/meanings can a smile fulfill in interaction? How can different forms of smiles 
be transcribed? 

To answer these questions, Ike and Mulder propose the 'Interactional Space 
Model', consisting of four intertwined levels: the social meaning, the interactional 
meaning, the structural meaning including aspects of interaction organization, and 
the linguistic meaning of elements, to represent and analyze the multidimensional-
ity of smiles.  

In considering an applicable definition of smiles, it is noticeable that they are 
just as varied. As already mentioned, Ekman and colleagues developed a facial cod-
ing system using activated muscles and muscle groups to categorize Action Units. 
Thus, this approach uses physiological and emotional markers to detect and deter-
mine smiles. A further distinction can be made if the smile is not only visual but 
also audible, namely laughter (cf. Glenn 2003; Haakana 2010). Additionally, 
Peräkylä and Ruusuvuori (2012) differentiated a broad from a slight smile. Gener-
ally, any such function and definition have to align with the currently performed 
activity.  
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Based on their data analysis, Ike and Mulder differentiated four interactionally 
relevant types/levels of smiles in contrast to a neutral 'base position' of the lips:  

 Broad smiles (mouth wide open, teeth showing, accompanied by laughter) 

 Regular smiles (lips open, teeth showing) 

 Slight smiles (lips together, lifting the corners of the mouth) 

 Minimal smiles (lips together, upturned, horizontal to corners of the mouth) 

In that respect, they discovered that smiles sometimes appear as 'base position' 
themselves, that is, interactants constantly showing a minimal or slight smile while 
listening to the co-participant. Therefore, the presenters stress that this appearance 
of a smile serves as an element for marking participation and displaying alignment. 
Furthermore, they describe longer stretches of a shared smile (frequently accompa-
nied by laughter and mutual gaze) as rapport management practices (Spencer-Oatey 
2008), establishing or enhancing rapport between the interlocutors, therefore oper-
ating on the level of social meaning.  

Drawing on the data, the resource of smile is shown to operate at a range of 
additional levels: from having a linguistic meaning of marking humor and (positive) 
emotion or expressing agreement, to serving the structural meaning as an interac-
tional resource in backchannels and turn-management, and performing interactional 
work such as marking stance (Brunner 1979; Kaukomaa/Peräkylä/Ruusuvuori 
2013), (dis)affiliation and as a device to indicate speaker change and the wish to 
claim this role (Kaukomaa/Peräkylä/Ruusuvuori 2013; Schegloff 1996). 

The second aim of their presentation was to discuss proper ways of transcribing 
different formal manifestations of smiles in interaction. In that respect, they ad-
dressed the overall challenge when it comes to transcribing visual-bodily actions, 
namely representing the form of the movements as well as its temporal unfolding, 
the duration as well as the transition between the different levels of smiles in an 
adequate way. Using the system by Kendon (2004), they annotated aspects like 
strokes, holds and recovery phases. Furthermore, Ike and Mulder mentioned the 
transcription of idiosyncratic ways of realizing smiles as well as adequately cate-
gorizing co-speech smiles as another challenge. Through data sequences, the pre-
senters were able to show in a multi-level transcript not only the location, duration, 
and developments during the smile but also instances of shared smiles. This in turn 
can now be related back to the Interactional Space Model and its varying functions. 
It is not the case that one degree is to be linked specifically to one function, even 
though relations between alignment and lower-degree smiles were frequent. In the 
same way, affiliation and positive stance can be connected with higher degrees and 
rapport with shared smiles. 

Finally, the presentation showed that particular levels of smile do not correspond 
with a particular interactive function or type of meaning. Instead, the meaning of a 
smile is highly context-dependent and must be analyzed within its multimodal or-
chestration with verbal, vocal, and other visual resources. 

Nevertheless, the authors drew big lines between the formal realization of smiles 
and its meaning: 

 Alignment appears to be associated with low-level smiles 

 Affiliation and positive stance appear to be associated with higher-level smiles 
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 Rapport establishment and enhancement appear to be associated with shared 
smiles 

During the discussion, further questions were posed: Can co-speech smiles reach 
the highest level of a broad smile? How do a broad smile and laughter work to-
gether? It became apparent, that a differentiation between humor and smiling needs 
to be implemented. In the presented data, a broad smile was accompanied in nearly 
all cases by audible laughter, yet there is no definite coincidence between these two 
elements. Moreover, whereas laughter is normally associated with displaying hu-
mor, a broad smile can serve different interactive, linguistic, and social functions. 
Further research is needed at this point to differentiate between the co-occurring 
elements, to detect different meanings, and find a more fine-grained categorization 
of smiles. For future studies, Ike and Mulder also plan on analyzing more data with 
different, modified settings to confirm their results so far. The Interactional Space 
Model is also to be applied to other facial expressions as well as cross-linguistically. 
Special cases such as an ironic smile or speaking with a broad smile were discussed 
by the participants. It was also suggested to incorporate the eyes in the differentia-
tion process of the types of smiles following Ekman’s taxonomy (1979) to better 
cover the whole gestalt of a smile. 

Leon Shor (University of the Negev, Israel): 
The discursive functions of eye closure in spoken Israeli Hebrew 

Leon Shor rounded off the second workshop day with the investigation of eye clo-
sure, which he operationalized as instances of closing both eyes for at least 500 ms. 
Shor started with an overview about previous findings on functional facets of eye 
closure, beginning with the physiological perspective: For reasons of eye protec-
tion, eye closure is performed when irritating stimuli are occurring, therefore oper-
ating as a physiological reflex. Closing both eyes can also be an index of fatigue or 
reduced alertness (Stern et al. 1984; Fridlund 1994; Schleicher et al. 2008).  

Based on 90 instances of speakers' eye closures in about 8 hours of talk show 
interviews in Israeli Hebrew, Leon Shor pursued the questions whether, first, the 
interruption of mutual gaze in the form of an eye closure is to be seen as a commu-
nicative signal and, second, what specific function(s) it performs. Shor based his 
study on Vincze and Poggi (2011a, 2011b) who found eye closure in French polit-
ical discourse to portray certainty, the unimportance of a matter (or person), and 
demarcation. For Russian tv-shows Grishina (2013, 2017) was able to prove an af-
firmative function as well as the negation of statements both with coordinating ver-
bal and nonverbal markers.  

The multimodal transcription included the location and degree of eye closure in 
the structural context of the utterance, cooccurring facial and bodily movements, 
and the prosodic design. First assumptions on the communicative function were 
also made. 

The observations pointed towards (1) a usage for visual prosody in the form of 
an intensifier and (2) indicating shared knowledge and understanding. For the first 
case, examples showed the use of additional nonverbal resources such as head 
shakes and tense lips, prosodic markers like preceding pauses and pitch jumps, and 
verbal markers including loaded words. Secondly, verbal and nonverbal markers of 
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confirmation were placed together with eye closure, which in terms shares the dis-
play of mutual understanding. In both cases, the verbal and gestural context can be 
associated with the communicative function. 

The semiotics of eye closure show a significant use in response to an out-of-the-
ordinary perception of verbal information and as concentration on cognitive pro-
cesses besides the aforementioned displays of fatigue, boredom, dysfunction, and a 
state of rest. 

In conclusion, eye closure in most cases is to be classified as a multimodal com-
plex and therefore analyzed accordingly – with respect to all resources used and not 
used. In this sense, further studies regarding the role of gaze direction, the degree 
and tension of closure, and other co-occurring facial gestures are necessary to 
wholly understand the notion of eye closure.  

The plenary discussion also provided the question, of whether other communi-
cative genres or different activities and settings may show differences in this be-
havior. It became also apparent, that the function of increased intensity needs a 
closer look as to the matter of what exactly (e.g. the topic, emotions, the verbal 
aspect) is intensified. 

Alexandra Groß and Carolin Dix (University of Bayreuth, Germany): 
Raising eyebrows in Interaction (Data Session) 

Alexandra Groß and Carolin Dix offered insights into one of the most frequent fa-
cial movements – the raising of both eyebrows (RBE) – while analyzing it in the 
specific conversational context of responses to (elicited) informings for performing 
news receipting /  news marking. Before letting the remote audience take a look at 
selected data extracts, Groß and Dix presented an overview of previous studies.  

Approaching the RBE within emotion psychology Ekman and Friesen (1969) 
were among the first and the most prominent who provided a detailed depiction of 
various eyebrow movements (symmetrical or asymmetrical movements up, down, 
inward raise) while highlighting their expressive character of underlying emotions 
(cf. Ekman 1979; Chovil 1991). Further studies related the RBE to the display of  
participation and recipiency (cf. Ekman 1979; Chovil 1991), the formation of action 
such as greetings (Ekman 1979), requesting information (cf. Ekman 1979; Chovil 
1991; Wierzbicka 2000; Granström/House 2005; Beskow et al. 2009; Crespo Sen-
dra et al. 2013; Mohr 2014), etc., and the organization of talk and interaction (Ek-
man/Friesen 1969; Chovil 1991; Flecha-García 2010; Swerts/Krahmer 2010; Mohr 
2014; Ambrazaitis/House 2017, Guaïtella et al. 2009).  

For the precise multimodal transcription, a blend of GAT2 (Selting et al. 2009) 
and the International SignWriting Alphabet (ISWA; cf. Sutton 2010; Parkhurst/ 
Parkhurst 2008) was applied (Dix 2022). 

Groß and Dix found different temporal-formal patterns of RBE being deployed 
in the context of responses to informings: The eyebrow flash (< 450 ms) as a stand-
alone or with minimal verbal change of state tokens like hm or ach so. Further, they 
presented a piece of data in which a respondent produces a more accented and 
lengthened, but still continuous upward-downward movement of both eyebrows, 
thereby evaluating received news in a positive way within a multimodal ensemble 
together with the semantically loaded expression ''nice'' and an open smile. 
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Finally, the eyebrow hold (> 700 ms) was observed to operate as a visual marker 
for displaying a significant emotional change of state facing new information, 
mostly as displays of surprise, astonishment, or a deeper understanding of what has 
been said. This involves an open mouth, widened eyes, and/or verbal expressions 
like what or wow which are prosodically highlighted. 

Based on this initial observation, the following questions were posed as a guide-
line for extended data sessions: What role does the raising of both eyebrows play 
regarding the multimodal gestalt of change-of-state moments? What sequential con-
sequences arise from different temporal-structural patterns of RBE? During 
breakout sessions, all participants were able to have a closer look at two sequences 
with several instances of eyebrow raises. 

During the final discussion, various special cases such as synchronic lengthening 
of vowels with the same duration as an eyebrow hold were addressed. A hypothesis 
for sequential consequences in terms of continuation vs closing of sequences de-
pending on whether a hold or a flash is executed was posed. This aspect along with 
the consideration of other brow movements and facial gestures leaves room for fu-
ture investigations. 

Sarah Stolle / Martin Pfeiffer (University of Freiburg, Germany): 
Facial gestures as a resource for other-initiation of repair 

A multimodal oriented approach is gaining importance in the analysis of repair se-
quences (cf. Olsher 2008; Rasmussen 2014; Mortensen 2016). So far, research on 
bodily visual resources in other initiation repair sequences is focused on co-occur-
ring verbal initiations (cf. Levinson 2015; Floyd et al. 2016).  

In the context of sign language research Manrique (2016), and Skedsmo (2020a, 
2020b) have provided insight into the use of exclusively facial resources in other-
initiated repair. Manrique introduces the notion of no movement as a distinctive 
marker and establishes a distinction between implicit and explicit means to initiate 
repair, which is also referred to in this presentation. Lastly, Oloff (2018) investi-
gates other-initiated repair mechanisms paired with facial expressions. 

This study now poses questions regarding the given interactional contexts in 
which solely facial other initiations of repair occur, and whether and what func-
tional consequences arise from a facial repair initiation in opposition to a verbal 
one. The focus is on the facial gesture of frowning performed as a stand-alone 
means to initiate repair.  

Roughly 10 hours of German conversation amongst multiple students are still 
being evaluated following a multimodal CA concept. Repair sequences with partic-
ipants trying to resolve the source of trouble are first filtered out and in a second 
step, forms, initiators, and applied facial resources are determined. 

A particularly poignant example showed the structural process of other-initiation 
repair mechanisms after the source of trouble – a referential problem – was uttered 
by the speaker. Recipient A, with whom the speaker was upholding mutual gaze 
performed a so-called freeze, whereby he seized any ongoing movement going so 
far as to stop swallowing. He then added a brow furrow. One of the other partici-
pants (recipient B) produced a wh-question requesting further specification in an 
attempt to resolve the referential problem. Meanwhile and with still upheld mutual 
gaze, the speaker again addresses recipient A, complying with the implicit demand 
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for more information. This expansion was not able to clarify the referendum for 
him, so he resolves to verbal means and repeats the question made by recipient B. 
Again, the speaker shares descriptions which finally lead to an identification of the 
name of the referendum which the speaker confirms. 

It is important to note, that the recipient without shared eye contact could only 
use a verbal repair initiation in order for it to reach the speaker. The freeze, on the 
other hand, is a purely visual means of repair initiation which can only be performed 
during mutual gaze. The first realization, therefore, is, that any qualified facial ex-
pression needs to be perceived in order to function as a repair initiation, which is 
consistent with Floyd et al. (2016). 

Visual markers of trouble can be produced almost in the same instance as the 
reparandum is uttered. If those facial gestures are perceived, the speaker can address 
and resolve the trouble source within the same turn in a self-repair without inter-
ruption. If this is not achieved, the visual other-repair initiation can easily be up-
graded to a verbal one – with or without additional bodily resources. 
Also, the preference for self-repair can be met by using explicit and implicit non-
verbal repair initiations, as they are less face-threatening. 

As for specific contexts for facial other-initiations, the data so far points towards 
referential problems such as the example discussed above. This is in line with ex-
amples from Levinson (2015) and can indicate a cross-linguistic common ground, 
which is a hypothesis to be proven in future related studies. 

Conclusion and Outlook 

With many insights gained, there is one which stands above all: There is still much 
to be explored in this field of facial gestures, and that the more comes to light on 
the specific structural and functional characteristics, the more questions arise. 

As seen in the presentations, all contexts, settings, and genres play an important 
role in the formation of facial gestures.  

Future studies on intercultural similarities or differences between movements of 
the forehead, brows, eyes, nose, cheeks, lips, and chin, especially with respect to 
the influence of covering parts of our faces to prevent infection may pose another 
opportunity. How are first and second language acquisition affected by teachers and 
students wearing face masks? How is the deaf community coping with a vital re-
source being severely restricted? What is the impact on gaze made by face-to-dis-
play interaction with mutual gaze seemingly impossible and how are eventual trou-
bles and overlaps handled or even prevented?  

Empirical findings answering these questions and many more may already be 
discussed at the next Workshop about Facial Gestures, either in person or virtually. 
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